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Abstract 
 
The purposes of this study were to create models for forecasting the Monthong durian price index 
at the farm and to compare the forecasting efficiency of ARIMAX model (Autoregressive Integrated 
Moving Average with Exogenous Variable model) and Fourier Regression model. The data set was 
collected monthly between January 2014 and December 2020 (a total of 84 months). Production 
index and China consumer confidence were used as explanatory variables. The efficiency of both 
methods was compared by Mean Absolute Percentage Error (MAPE). From the result, we found 
that the ARIMAX (1,1,1) and Fourier regression models were both suitable for forecasting the 
Monthong durian price index. However, the MAPE value obtained from the ARIMAX model was 
3.365 times higher than that obtained from Fourier regression model, suggesting that the Fourier 
regression model is more efficient. 
 
Keywords: Monthong durian price index; China consumer confidence; Fourier regression; 
ARIMAX model 
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1.  Introduction 
 

Durian is an important economic fruit of Thailand, especially Monthong durian. By around a decade 
ago, durian exports had been increased quickly. China has the greatest demand for durian [1] 
because it is a famous fruit in China. This increasing demand gave farmers the motivation to expand 
durian cultivation. The Office of Agricultural Economics in Thailand reported that durian 
production increased to 1,017,097 tons in year 2019 [2]. Monthong durian, a famous species that is 
grown in the eastern region of Thailand, has been increasingly cultivated because it has a good taste 
and attracts high prices in the market. Modelling for forecasting the Monthong durian price provides 
information that can help agricultural authorities and related parties to assist farmers. There are 
many factors (or exogenous variables) expected to affect the Monthong durian price index at the 
farm and these types of factors were used to construct the models such as the production index (PI) 
and China consumer confidence (CCC). PI and CCC are collected from the Office of Agricultural 
Economics, Thailand [3] and the National Bureau of Statistics of China [4], respectively. According 
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to the market mechanism, excessive production affects the product prices, and the production index 
was chosen for constructing the model. Moreover, China consumer confidence is used as an 
explanatory variable because durian is a popular fruit in China. There are many methods for 
forecasting time series. The most popular method is Box Jenkins method using ARIMA model 
(Autoregressive Integrated Moving Average model). This modelling method is taken into the 
consideration of the correlation or the behavior of the data in the past for forecasting future data [5]. 
In addition, sometimes time series data may be affected by other factors (exogenous variable) that 
can influence the accuracy of the forecast value. Therefore, models for forecasting time series data 
have been developed based on other factors called ARIMAX model (Autoregressive Integrated 
Moving Average with Exogenous Variable model) [5, 6].  

Regression model, one of the choices, is purposed to compare the efficacy of modelling. It 
is used for studying the correlation between independent variables and a dependent variable. There 
are three approaches for regression modelling such as parametric, semiparametric and 
nonparametric regression. The parametric regression model has rigorous assumption. A data set that 
does not correspond to the assumptions causes lower model performance [7]. On the other hand, 
there are no assumptions in the nonparametric regression model. For an unknown form of regression 
function (or a function curve), there are many functions proposed such as spline kernel, wavelet, 
local polynomial and Fourier. In this study, we used Fourier regression approach, proposed by 
Bilodea [8] for nonparametric and semiparametric cases. It is used for modelling because it can 
recognize datasets that have trigonometric pervading in the sine and cosine cases [7]. In addition, 
the dataset of the Monthong durian price index corresponds to Fourier approach. Fourier birespon 
series was developed to estimate the nonparametric regression model by Semiati [9], and then 
Fourier series was applied for semiparametric regression [10].   
  
 

2.  Methodology 
 
2.1 ARIMAX model 
 
The ARIMAX model was presented by Tiao and Box [ 11] .  This model was developed from the 
ARIMA model. The ARIMAX (p,d,q,r)  model [6] can be written as: 

(1 − B)𝑑𝑑 �1 − φ1B − φ2B2−. . .−φ𝑝𝑝B𝑝𝑝�Y𝑡𝑡 = 𝜃𝜃0 + �1 − 𝜃𝜃1B − 𝜃𝜃2B2−. . .−𝜃𝜃𝑞𝑞B𝑞𝑞�𝜀𝜀𝑡𝑡 + �𝛼𝛼𝑖𝑖𝑋𝑋𝑖𝑖𝑡𝑡, (1)
𝑟𝑟

𝑖𝑖=1

 

Where     𝐵𝐵  is the backward shift operator.  
               φ1, … , φ𝑝𝑝 are the parameters of the autoregressive part of model, 
                𝜃𝜃0,𝜃𝜃1, … ,𝜃𝜃𝑞𝑞 are the parameters of the moving average part, 
               d   is a number of times of order differencing, 
               ∇𝑑𝑑= (1 − 𝐵𝐵)𝑑𝑑 ,  
               �1 − 𝜃𝜃1𝐵𝐵 − 𝜃𝜃2𝐵𝐵2−. . .−𝜃𝜃𝑞𝑞𝐵𝐵𝑞𝑞� is a moving average polynomial with order q,        
                 �1 − φ1𝐵𝐵 − φ2𝐵𝐵

2−. . .−φ𝑝𝑝𝐵𝐵
𝑝𝑝� is an autoregressive polynomial with order p, 

               𝜀𝜀𝑡𝑡 are error terms, 
               𝑋𝑋𝑡𝑡 is the value of the independent variable 𝑋𝑋 at time t. 

The steps for constructing the ARIMAX model [12] are presented as follows: 
               1) Test the stationary of the dependent series by correlogram of  𝑟𝑟𝑘𝑘 and  𝑟𝑟𝑘𝑘𝑘𝑘 that are shown  
in equations (2) and (3) [6], respectively. The nonstationary respond series can be transformed by 
1𝑠𝑠𝑡𝑡 , 2𝑛𝑛𝑑𝑑 , … ,𝑛𝑛𝑡𝑡ℎ  differencing steps. 
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𝑟𝑟𝑘𝑘 =
∑ (𝑌𝑌𝑡𝑡 − 𝑌𝑌�)𝑛𝑛−𝑘𝑘
𝑡𝑡=1 (𝑌𝑌𝑡𝑡+𝑘𝑘 − 𝑌𝑌�)

∑ (𝑌𝑌𝑡𝑡 − 𝑌𝑌�)2𝑛𝑛
𝑡𝑡=1

   ,                                                      (2) 

𝑟𝑟𝑘𝑘𝑘𝑘 = �

𝑟𝑟1
𝑟𝑟𝑘𝑘 − ∑ 𝑟𝑟𝑘𝑘−1,𝑗𝑗𝑟𝑟𝑘𝑘−𝑗𝑗𝑘𝑘−1

𝑗𝑗=1

1 − ∑ 𝑟𝑟𝑘𝑘−1𝑟𝑟𝑗𝑗𝑘𝑘
𝑗𝑗=1

   ,                                                           (3) 

  
2)  Determine the order of the parameters 𝑝𝑝  and 𝑞𝑞  by considering the sample 

autocorrelation function (SACF) and the sample partial autocorrelation function (SPACF). 
 3)  Estimate the coefficients using least square method ( or maximum likelihood method) 
and test the significance along with the residual series. 

4)  Operate the same process to the input series as was done for the respond series. 
 5)  Assign the structure of the ARIMAX model by approximating the cross- correlation 
coefficient between the response series and the input series to set the structure of the ARIMAX 
model. 
 6)  Verify that the model coincides with the attributes of the time series data by creating 
diagnostic analysis. The suitability tests of the model are considered as follows: 
       6. 1)  The mean absolute percentage error ( MAPE)  and the square root of the mean 
square error (RMSE) with the smallest values as in the equations (4a) and (4b) 
 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =   
1
𝑛𝑛
�

|𝑦𝑦𝑡𝑡 − 𝑦𝑦�𝑡𝑡|
𝑦𝑦𝑡𝑡

𝑛𝑛

𝑡𝑡=1

 × 100 ,                                               (4𝑎𝑎) 

𝑅𝑅𝑀𝑀𝑅𝑅𝑀𝑀 = �
1
𝑛𝑛
�(𝑦𝑦𝑡𝑡 − 𝑦𝑦�𝑡𝑡)2
𝑛𝑛

𝑡𝑡=1

   ,                                                     (4𝑏𝑏) 

 

where   𝑦𝑦𝑡𝑡 is the actual value at time 𝑡𝑡 ,   𝑦𝑦�𝑡𝑡 is the forecast value at the time 𝑡𝑡  and n is the number 
of observations. 
       6.2) R2 is as follows: 
 
 

𝑅𝑅2 = 1 −
1
𝑛𝑛∑ (𝑦𝑦𝑡𝑡 − 𝑦𝑦�𝑡𝑡)2𝑛𝑛

𝑡𝑡=1

1
𝑛𝑛 (𝑦𝑦𝑡𝑡 − 𝑦𝑦�)2

                                                            (5) 

 

      6.3) Box and Ljung or Q-statistic for testing the suitability of the model is as follows: 
 

𝑄𝑄𝑚𝑚 = 𝑛𝑛(𝑛𝑛 + 2)��
𝑟𝑟𝑘𝑘2(𝑒𝑒𝑡𝑡)

(𝑛𝑛 − 𝑘𝑘)� ,                                                (6)
𝑚𝑚

𝑗𝑗=1

 

 
where   𝑒𝑒𝑡𝑡   is the forecasting error at time t, 
             𝑛𝑛    is the number of observations, 
           m   is the number of lags being tested. 

The calculated 𝑄𝑄 value is the Chi-square distribution and has the degree of freedom equal 
to 𝑚𝑚 − 𝑛𝑛. Under the null hypothesis, it can be said that the model does not have autocorrelation (or 
the term of estimated residual has a white noise appearance). 
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2.2 Fourier regression 
 
Multiple regression is an analysis of the correlation between independent variables (𝑥𝑥𝑗𝑗𝑖𝑖; 𝑖𝑖 =
1,2, … ,𝑛𝑛 , 𝑗𝑗 = 1,2, … ,𝑝𝑝 )  and dependent variable (𝑦𝑦𝑖𝑖; 𝑖𝑖 = 1,2, … ,𝑛𝑛) as follows:  
 

𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1𝑖𝑖 + 𝛽𝛽2𝑥𝑥2𝑖𝑖+. . . +𝛽𝛽𝑗𝑗𝑥𝑥𝑗𝑗𝑖𝑖 + 𝜀𝜀𝑖𝑖                                  (7) 

 
Where  ε is the residual of the model. The residual 𝜀𝜀~𝑁𝑁(0,𝜎𝜎2) is not reciprocally correlated. 
Parameter estimation can be solved by ordinary least square (OLS) method or maximum likelihood 
estimation (MLE) method [13].  The equation (7) can be written in matrix form as: 
 

εXβY +=                                                (8)  
where 

𝑌𝑌 = �

𝑦𝑦1
𝑦𝑦2
⋮
𝑦𝑦𝑛𝑛

�

𝑛𝑛×1

;𝑋𝑋 =

⎣
⎢
⎢
⎡

1   𝑥𝑥11   𝑥𝑥12    ⋯    𝑥𝑥1𝑝𝑝
1   𝑥𝑥21   𝑥𝑥22    ⋯    𝑥𝑥2𝑝𝑝
⋮       ⋮       ⋮       ⋱      ⋮   
1   𝑥𝑥𝑛𝑛1   𝑥𝑥𝑛𝑛2    ⋯    𝑥𝑥𝑛𝑛𝑝𝑝⎦

⎥
⎥
⎤

𝑛𝑛×(𝑝𝑝+1)

;𝛽𝛽 = �

𝛽𝛽0
𝛽𝛽1
⋮
𝛽𝛽𝑝𝑝

�

(𝑝𝑝+1)×1

;   𝜀𝜀 = �

𝜀𝜀1
𝜀𝜀2
⋮
𝜀𝜀𝑛𝑛

�

𝑛𝑛×1

 

 
For the nonparametric regression method, the curve shape which is presumed to be put within a 
certain functional shape, is used for constructing the correlation model for dependent and 
independent variables [14]. The Fourier regression model is as follows: 
 

   𝑦𝑦𝑖𝑖 = η(𝑥𝑥𝑖𝑖) + 𝜀𝜀𝑖𝑖                                                          (9) 
 
where η(𝑥𝑥𝑖𝑖) that is the unknown shape is the regression curve. Moreover, it is presumed to be sleek 
on function space and 𝑥𝑥𝑖𝑖  is explanatory variable.  A trigonometric polynomial function, having a 
degree of flexibility to attune to the dataset, is a Fourier series as follows:  
 

𝑓𝑓(𝑥𝑥) =
1
2
𝛼𝛼0 + 𝛾𝛾𝑥𝑥 + �𝛼𝛼𝑘𝑘

𝑘𝑘

𝑘𝑘=1

cos𝑘𝑘𝑥𝑥 .                                                       (10) 

 
The equation (7) can be transformed as:     
 

𝐲𝐲 = 𝒇𝒇(𝒙𝒙) + 𝛆𝛆  , 
where 
 
  𝑓𝑓(𝑥𝑥) = �𝑓𝑓(𝑥𝑥11)  𝑓𝑓(𝑥𝑥12) ⋯𝑓𝑓(𝑥𝑥1𝑛𝑛)  𝑓𝑓(𝑥𝑥21)  𝑓𝑓(𝑥𝑥22) ⋯𝑓𝑓(𝑥𝑥2𝑛𝑛)⋯𝑓𝑓�𝑥𝑥𝑝𝑝1�  𝑓𝑓�𝑥𝑥𝑝𝑝2�  ⋯𝑓𝑓�𝑥𝑥𝑝𝑝𝑛𝑛�  �𝑇𝑇  ,     
and  𝑓𝑓�𝑥𝑥𝑗𝑗𝑖𝑖�, curvilinear function can be solved by equation (11). 
 

𝑓𝑓(𝑥𝑥) =
1
2
𝛼𝛼0 + 𝛾𝛾𝑗𝑗𝑥𝑥𝑗𝑗𝑖𝑖 + �𝛼𝛼𝑗𝑗1cos𝑥𝑥𝑗𝑗𝑖𝑖 + 𝛼𝛼𝑗𝑗2cos 2𝑥𝑥𝑗𝑗𝑖𝑖+. . . +𝛼𝛼𝑗𝑗𝑘𝑘cos 𝑘𝑘𝑥𝑥𝑗𝑗𝑖𝑖�                                       (11) 

 

Let   Aθf(x) = ,    
𝑨𝑨 =                  
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⎣
⎢
⎢
⎡

1    𝑥𝑥11  𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥11  𝑐𝑐𝑐𝑐𝑐𝑐2𝑥𝑥11   ⋯  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥11  𝑥𝑥21  𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥21  𝑐𝑐𝑐𝑐𝑐𝑐2𝑥𝑥21   ⋯  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥21    ⋯   𝑥𝑥𝑝𝑝1  𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥𝑝𝑝1  𝑐𝑐𝑐𝑐𝑐𝑐2𝑥𝑥𝑝𝑝1   ⋯  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥𝑝𝑝1
1    𝑥𝑥12  𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥12  𝑐𝑐𝑐𝑐𝑐𝑐2𝑥𝑥12   ⋯  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥12  𝑥𝑥22  𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥22  𝑐𝑐𝑐𝑐𝑐𝑐2𝑥𝑥22   ⋯  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥22    ⋯   𝑥𝑥𝑝𝑝2  𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥𝑝𝑝2  𝑐𝑐𝑐𝑐𝑐𝑐2𝑥𝑥𝑝𝑝2   ⋯  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥𝑝𝑝2
⋮      ⋮        ⋮               ⋮             ⋱           ⋮           ⋮            ⋮           ⋮            ⋱           ⋮          ⋱       ⋮           ⋮          ⋮               ⋱         ⋮       

  1    𝑥𝑥1𝑛𝑛  𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥1𝑛𝑛  𝑐𝑐𝑐𝑐𝑐𝑐2𝑥𝑥1𝑛𝑛   ⋯  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥1𝑛𝑛  𝑥𝑥2𝑛𝑛  𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥2𝑛𝑛  𝑐𝑐𝑐𝑐𝑐𝑐2𝑥𝑥2𝑛𝑛   ⋯  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥2𝑛𝑛    ⋯   𝑥𝑥𝑝𝑝𝑛𝑛  𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥𝑝𝑝𝑛𝑛  𝑐𝑐𝑐𝑐𝑐𝑐2𝑥𝑥𝑝𝑝𝑛𝑛   ⋯  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥𝑝𝑝𝑛𝑛⎦
⎥
⎥
⎤

𝑛𝑛×(𝑝𝑝(𝐾𝐾+1)+1)

, 

𝜽𝜽 = �∅   𝛾𝛾1   𝛼𝛼11   𝛼𝛼12     ⋯     𝛼𝛼1𝐾𝐾   𝛾𝛾2   𝛼𝛼21   𝛼𝛼22    ⋯𝛼𝛼2𝐾𝐾 ⋯     𝛼𝛼1𝐾𝐾   𝛾𝛾𝑝𝑝   𝛼𝛼𝑝𝑝1   𝛼𝛼𝑝𝑝2    ⋯𝛼𝛼𝑝𝑝𝐾𝐾�
𝑇𝑇

1×(𝑝𝑝(𝐾𝐾+1)+1)
,, 

where  ∅ = 𝑛𝑛
2
𝛼𝛼0   and  𝛼𝛼0   are constant. The OLS method is used to estimate nonparametric 

regression. ψ(𝜃𝜃) = 𝜀𝜀𝑇𝑇𝜀𝜀  and  𝜃𝜃� = (𝑀𝑀𝑇𝑇𝑀𝑀)−1𝑀𝑀𝑇𝑇𝑦𝑦  are the estimations of nonparametric regression 
by the Fourier series [7]. Appropriate K values tend to be large. The most suitable K value indicates 
a better fit model. 
 
 

3.  Results and Discussion 
 

The models of the ARIMAX and Fourier regression for forecasting Monthong durian price index 
are discussed as follows. 
 
3.1 ARIMAX model for forecasting the Monthong durian price index 
 
Figure 1 represents the correlogram of the Monthong durian price index as being white noise or the 
residuals is the normal distribution. The probable orders of autoregressive and moving average (p 
and q), which considered the values of ACF and PACF that are out of the 95% confidence range, 
are shown in Table 1.  The suitable model for forecasting the Monthong durian price index was 
ARIMAX (1,1,1) due to having low errors and the highest stationary R2. Considering the 𝑄𝑄-
statistics, the probability is greater than the significance level of 0.05, indicating that the error of 
the model has a normal distribution which means that it has a mean value of zero and constant 
variance.  

 

 
Figure 1. The correlogram of the Monthong durian price index 
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Table 1.  ARIMAX parameter estimation 

Model Variable Coefficient t-
statistic 

p-
value 

𝑹𝑹𝟐𝟐 RMSE MAPE Q-
statistic 

p-
value 

ARIMAX  
(1,0,1) 

AR(1) .823 9.712 .000 0.705 77.884 14.879 23.055 0.112 
MA(1) .125 .839 .404      
𝑥𝑥1 -.298 -2.951 .004      
𝑥𝑥2 3.330 9.313 .000      

ARIMAX 
(2,0,1) 

AR(1) 1.552 7.372 .000 0.667 76.377 12.758 26.520 0.033 
AR(2) -.557 -2.860 .005 
MA(1) .896 5.480 .000 
𝑥𝑥1 -.275 -2.503 .014 
𝑥𝑥2 3.103 2.338 .022 

ARIMAX 
(1,0,2) 

AR(1) .782 6.804 .000 0.650 78.340 14.929 22.406 0.098 
MA(1) .074 .445 .658 
MA(2) -.079 -.527 .600 
𝑥𝑥1 -.325 -2.996 .004 
𝑥𝑥2 3.356 9.851 .000 

ARIMAX 
(1,1,0) 

AR(1) -0.295 -2.759 0.007 0.657 76.650 15.881 26.713 0.062 
𝑥𝑥1 -0.270 -4.276 0.000 
𝑥𝑥2 0.318 3.665 0.000 

ARIIMAX 
(0,1,1) 

MA(1) .620 6.413 .000 0.687 73.217 15.881 20.360 .256 
𝑥𝑥1 -.200 -4.256 .000 
𝑥𝑥2 .247 4.361 .000 

ARIMAX 
(1,1,1) 

AR(1) .342 2.050 .044 0.705 71.491 15.148 19.710 0.234 
MA(1) .908 6.685 .000 
𝒙𝒙𝟏𝟏 -.121 -1.979 .051 
𝒙𝒙𝟐𝟐 .159 2.279 .025 

 
3.2 Fourier regression for forecasting the Monthong durian price index 

 
Table 2 shows the MAPE and R2 values when K=5, 10, 15, 20, 25, 30, 35, and 40, respectively. The 
optimum 𝑐𝑐 value is K=40 as it has the lowest MAPE and the highest R2. Figure 2 shows the line of 
actual data and the line of the forecast of the Monthong durian price index by the Fourier regression 
method when K=10, 30, and 40, respectively.  The forecast line with K=40 and the actual data line 
coincide closely. 
 
Table 2. The values of K, MAPE and R2 when 𝑐𝑐 = 5,10,15,20,25,30,35 and 40 

K MAPE R2 K MAPE R2 

5 21.3369 0.5484 25 16.9538 0.7718 
10 20.6831 0.6054 30 14.0312 0.8472 
15 18.9405 0.6649 35 10.0862 0.9045 
20 17.6595 0.7108 40 4.5010 0.9776 
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Figure 2.  Graphs showing the comparison between the actual values (y) and the forecasted values 
using the Fourier regression (FR) when K=10, 30, and 40 
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Table 3 reveals the comparison of the MAPE between ARIMAX model and Fourier 
regression model and the line graphs of both models were coincided with the actual values (as can 
be seen in Figure 3). Although the ARIMAX model and Fourier regression model are the effective 
models for forecasting Monthong durian price index, the MAPE using ARIMAX model was 3.365 
times more than Fourier regression model. Therefore, Fourier regression model is more accurate 
than ARIMAX model. However, Fourier regression model, nonparametric regression, used many 
parameters to fit the model. 
 
Table 3. The comparison of MAPE between ARIMAX and Fourier regression models 
 

Model MAPE Comparison ratio 
ARIMAX 15.148 3.365 :1 

Fourier Regression 4.5010 
 

 
Figure 3. Graphs showing the actual values (y), the forecasted values of ARIMAX model 

(ARIMAX) and Fourier regression model (FR) 
 

4.  Conclusions 
 

This paper presents the comparison of the forecasting model efficiency between ARIMAX model 
and Fourier regression model for forecasting Monthong durian price index using the data set 
between January 2014 and December 2020. Production index and China consumer confidence were 
explanatory variables. The results show that both models have the performance for forecasting 
Monthong durian price index. Nevertheless, Fourier regression model provides the lower errors. 
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