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Abstract 
 

This study presents a method of aspect-based sentiment analysis for 
customer reviews related to hotels. The considered hotel aspects are 
staff attentiveness, room cleanliness, value for money and convenience 
of location. The proposed method consists of two main components. 
The first component is used to assemble relevant sentences for each 
hotel aspect into relevant clusters of hotel aspects using BM25. We 
developed a corpus of keywords called the Keywords of Hotel Aspect 
(KoHA) Corpus, and the keywords of each aspect were used as queries 
to assemble relevant sentences of each hotel aspect into relevant 
clusters. Finally, customer review sentences in each cluster were 
classified into positive and negative classes using sentiment classifiers. 
Two algorithms, Support Vector Machines (SVM) with a linear and a 
RBF kernel, and Convolutional Neural Network (CNN) were applied 
to develop the sentiment classifier models. The model based on SVM 
with a linear kernel returned better results than other models with an 
AUC score of 0.87. Therefore, this model was chosen for the sentiment 
classification stage. The proposed method was evaluated using recall, 
precision and F1 with satisfactory results at 0.85, 0.87 and 0.86, 
respectively. Our proposed method provided an overview of customer 
feelings based on score, and also provided reasons why customers liked 
or disliked each aspect of the hotel. The best model from the proposed 
method was used to compare with a state-of-the-art model. The results 
show that our method increased recall, precision, and F1 scores by 
2.44%, 2.50% and 1.84%, respectively. 
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1. Introduction 
 
Evaluations concerning how people feel about goods and services are usually presented as rating 
scores. These indicate the initial level of customer satisfaction but not the reasons for liking or 
disliking the products. Therefore, rating scores alone are not sufficient to undertake quality 
improvement of goods or understand the reasons for customer retention [1-3]. Customer reviews are 
an important information source that assists owners of products and services to understand the real 
reasons for customer satisfaction. Reviews provide feedback regarding what customers truly want 
since they are written by consumers who have actually purchased and used the products or services. 

Today, many e-commerce systems and social media platforms provide channels to review 
or comment on purchased products. Hand-crafted analysis of a large number of customer reviews is 
time-consuming and may also introduce bias [4, 5]. Consequently, a research area termed sentiment 
analysis was proposed. Sentiment analysis is the process of analyzing and identifying customer 
feelings expressed in text reviews using the modern techniques of natural language processing 
(NLP), text mining (TM) and computational linguistics (CL) [3, 6-8]. The basic task in sentiment 
analysis involves identifying review polarity as either positive or negative. This is called binary-
based sentiment classification [9-14]. Using a five-star rating scale, many studies used multiclass-
based sentiment classification methods to automatically analyze customer reviews. Although both 
binary and multiclass sentiment classification can help to reduce analysis time, these tasks only 
return results of customer feelings as positive, neutral or negative and do not explain why customers 
like or dislike particular goods and services. These tasks analyze customer feelings at the document 
level and determine whether a customer review on a specific topic expresses a positive, neutral or 
negative sentiment. Therefore, the results can only give an overview of like or dislike. As stated 
earlier, this information is not sufficient to improve products and services or retain customers. 
Sentiment analysis is now often applied at the sentence or feature/aspect level to identify sentiment 
polarity (e.g. positive, neutral, negative) from the textual content [15-21]. However, similar to 
document-level sentiment classification, sentence-level sentiment analysis ignores the reasons for 
customer likes and dislikes [15, 17-21]. This issue can be addressed by the use of feature/aspect-
based sentiment analysis to further analyze the sentiment polarity of the review. 

A customer review often contains multiple opinion target pairs; therefore, this becomes the 
main challenge of feature/aspect-based sentiment analysis because it may be difficult to identify and 
separate different opinion contexts for different targets. This was taken up as the challenge in this 
study. Our datasets were related to hotel reviews. Hotel reviews were first broken down as sentences, 
and then all sentences relating to each aspect (i.e. staff service, cleanliness, value price, and 
convenience of location) of a customer review were assembled. Finally, a sentiment polarity (i.e. 
positive and negative) was assigned to each sentence in its particular aspect cluster. This method is 
called aspect-based sentiment analysis. This technique can help businesses or other customers to 
understand the social sentiment of hotel services. This is because (1) businesses or other customers 
can recognize key aspects of a hotel that customers care about, and (2) businesses or other customers 
can understand the reasons why customers like or dislike a particular hotel aspect by identifying the 
emotional tone behind a body of text. 
 
 
2. Materials and Methods 
 
2.1 Datasets 
 
The datasets included customer reviews relating to hotels that were written in English and were 
gathered from the TripAdvisor website. Four linguistic experts were recruited to help with three 
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tasks. First, they identified the four main aspects that customers used when deciding which hotel to 
select, which were staff attentiveness, room cleanliness, value for money, and convenience of 
location. Second, they helped to provide 15 default keywords of each hotel aspect and some 
examples can be seen in Table 1. These default keywords are used to find other relevant keywords 
from a dataset using Word2Vec. Third, the domains experts developed three ground truth datasets 
for our experiments (see Table 2). 

The first dataset was developed manually by gathering relevant sentences of each hotel 
aspect from customers reviews, and this dataset was used to generate the word corpus of each hotel 
aspect. The second dataset was developed by manually gathering relevant sentences of each hotel 
aspect. However, sentences of each hotel aspect were also assigned as their sentiment polarity. This 
dataset was used for modelling sentiment-polarity classifier models. Meanwhile, the third dataset 
was used for evaluating the proposed method. Each sentence of customer reviews contained in the 
third dataset was manually labelled for its suitable aspect and feeling by the experts. All datasets are 
summarized in Table 2. The annotation structure of our dataset used in this study can be illustrated 
as shown in Figure 1. 
 
Table 1. Default keywords of each hotel aspect provided by the domain experts 

Hotel aspects Keywords examples 

staff attentiveness nice, quick, efficient, outstanding, hospitality, helpful, friendly 

room cleanliness clean, comfortable, convenient, luxurious, lovely, perfect 

value for money low price, expensive, inexpensive, worthiness 
convenience of location close to, shopping, excellent location, nearby, downtown 

 
Table 2. Details of datasets 

Dataset Objective of dataset 
usage 

Number of 
training sets 

Number of  
test sets 

Total number of 
documents 

#1 Used for generating 
word corpus of each 
hotel aspect by 
Word2Vec   

600 sentences per 
hotel aspect 

- 2,400 sentences 
 

#2 Used for modelling 
sentiment-polarity 
classifier models 

Each hotel aspect 
contained 600 
sentences per 
class (positive 
and negative) 

Each hotel aspect 
contained 150 
sentences per 
class (positive 
and negative) 

3,000 sentences 

#3 Evaluating the 
Proposed Method   

- 200 reviews per 
class (positive 
and negative) 

400 reviews 
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Figure 1.  An example of the datasets 

 
2.2 Preliminary studies 
 
2.2.1 Generation of relevant keywords for each hotel aspect 
 
This section details the method of generating keywords that are relevant to each hotel aspect from 
the third dataset.  These keywords will be used as query ( Q)  when assembling sentences obtained 
from customer reviews. Firstly, the domain experts provided 15 keyword examples per aspect. The 
keywords of each aspect were then used as the main initial learning keywords of Word2Vec to 
generate all keywords relevant to each hotel aspect from the third dataset.  

Word2Vec is a popular technique to learn word embeddings using two main training 
algorithms, the continuous bag of words (CBOW) and skip-gram [22-24]. The CBOW is used to 
predict the word in the middle of the window, while skip-gram uses a word to predict surrounding 
words as the context in that window. This study utilized Word2Vec to associate relevant words in a 
space of each hotel aspect. The gensim module in Python was used to learn and assemble the relevant 
words of each hotel aspect from the first dataset (see Table 1). In this study, the number of 
dimensions of the embeddings was 100 and the default window was 5. The minimum count of words 
to consider when training a model was 5, while the number of partitions during training was 3. 
Similar words were assembled in the same group (or hotel aspect). Four corpora of words were 
presented, and were called the Keywords of Hotel Aspect (KoHA) Corpus and used as query Q to 
analyze and assemble sentences relevant to the same aspect. Examples of words relevant to each 
hotel are presented in Table 3. 

Table 3. Examples of keyword for each aspect 

Hotel Aspect Examples of keyword Number of 
Words 

Staff service friendly, very friendly, quickly, helpful, nice 143 words 
Cleanliness dirty, clean, good hygiene, hygiene 127 words 
Value price expensive, low, price, good value 102 words 

Convenience of location close to, near, shopping center  135 words 
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2.2.2 Sentiment classifier modeling 
 
This section details each processing step for modeling the binary-based sentiment classification. To 
model the sentiment classifier models, we utilized the second dataset, and 10-fold cross validation 
was applied to reduce bias analysis and prevent overfitting [25]. Here we used a single subsample 
as the validation set for testing the model, while the remaining k-1 subsamples were used as the 
training set. Each step is described in more detail below. 

Pre-processing: This study required four necessary steps, i.e. tokenization and bigram 
generation, stop-word removal, lowercase converting and lemmatization. First, a sequence of strings 
for each customer review was broken down into words, numbers, and punctuation. We also 
generated n-gram words from each customer review to expand the features of the dataset. The 
StanfordParser of Natural Language Toolkit (NLTK) module in Python was used to parse sentences 
and then leverage only NP, VP, JP or AP found in the sentence. An example of generating n-gram 
words is shown in Figure 2. 
 

 
 

Figure 2.  An example of generating n-gram words 
 
In Figure 2, the n-gram words in the noun phrase (NP) and the adverb phrase (AVBP) are 

extracted and used as selected features. Therefore, this example returned two n-gram words namely 
‘The staff’ and ‘very friendly’. Afterward, unigram words (e.g., numbers, punctuation, articles and 
pronouns) were removed because they were considered as stop-words. Later, the remaining words 
were converted into lowercase. Finally, lemmatization was performed to remove inflectional 
endings and transforms words into their dictionary forms using vocabulary and morphological 
analysis. These words were then used as selected features. By performing lemmatization, it may 
help to reduce language ambiguity. An example of the pre-processing step is presented in Table 3. 
 
Table 3. Example of pre-processing step for customer review 

Pre-processing Results 

Original Customer Review The staff is very friendly and the room is very NICE. 

Tokenization and bigram generation The / Staff / is / very / friendly / and / the / room / is / very / 
NICE / very friendly / very NICE / The staff / the room 

Stop-word Removal staff / very / friendly / room / NICE / The staff / very friendly 
/ the room / very NICE  

Lowercase Converting staff / very / friendly / room / nice / the staff / very friendly / 
the room / very nice  

Lemmatization  staff / very / friendly / room / nice / the staff / very friendly / 
the room / very nice 
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Classifier Modeling: This section described algorithms that were applied to develop 
sentiment classifier models. Two algorithms were applied. They were support vector machine 
(SVM) and Convolutional Neural Network (CNN).  

 
1) Classifier modeling by SVM 

 
Before using learning classifier models such as SVM, preprocessed texts were represented in a 
format that was suitable for the learning model called vector space model ( VSM) , which was an 
algebraic model used for representing text documents as vectors of terms.  When terms are words, 
this model is sometimes called bag of words ( BOW) .  To distinguish a particular document from 
others, a term weighting scheme is required to calculate and assign a value to each term. This value 
presents the importance of a given term in a certain document. To increase the distinguishing power 
of term classes, the term weighting scheme chosen for this study was term frequency-inverse gravity 
moment ( tf- igm)  [ 26], which returned satisfactory results for text classification in many previous 
studies. The tf-igm can be defined as: 
 

 ( )itf igm t−  ( , ) (1 ( ))i j itf t d igm tλ= × + ×  (1) 
    
where ( , )i jtf t d  log(1 ( , )i jfreq t d= +  (2) 
    

and ( )igm t  
1

1

i
M

irr

f
f r

=

=
×∑

 (3) 

 
In equation (2), freq(ti, dj) is the frequency that term ti occurs in document dj. In the igm(t) 

component, fi1 is the frequency that term ti occurs in the class, while fir is the number of documents 
containing the term ti in the r-th class, where 1,2,...,r M= . The λ is an adjustable coefficient factor 
used for balancing tf(ti, dj) and igm(t). The λ values can be between 5.0 and 9.0, but 7.0 is generally 
provided as a default value [26].  

After representing text in the VSM format, each term in the vector was weighted by tf-igm. 
This vector was passed to the stage of sentiment classifier modeling. The algorithm chosen for this 
study, Support Vector Machines (SVM), was confirmed by many previous studies to return 
satisfactory performance for text classification problems. 

SVM is a supervised machine learning algorithm that can be applied for performing binary 
and multiclass dataset classification [27-30]. Here, SVM was applied for binary classification, where 
the set of classes = {positive, negative}, was denoted as y ∈ {1, -1}. The SVM algorithm created a 
line (called a hyperplane)  used to separate the data into classes.  The data points closest to the line 
that were called support vectors and the distance (called the margin) between each line and support 
vector was computed.  When the margin is maximized, the line or hyperplane becomes the optimal 
hyperplane. This allows classes to be more clearly distinguished. The SVM classifier is defined as 

( ) ( )T
i if x sign w x b= + , while the functional margin of the data point xi is defined as ( )T

i iy w x b+ . 
The distance (d) between data point xi to the separator is:  

 
d  ( ) /

1/

Ty w x b w

w

= +

=
  

(4) 
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and the margin ρ   2 / w=  (5) 

   
To find the best w and b, equation ( 5)  is minimized by formulating the quadratic optimization 
problem (Q), as:  
 

( )wφ  Tw w=  (6) 

Subject to: iy  ( ) 1T
iw x b= + ≥  for all (xi, yi), and i = 1, …, n  

  
  

Equation (6) constructs a dual problem by a Lagrange multiplier ( iα ), where iα is linked with every 
inequality constraint ( ( )T

i iy w x b+ ) in the primal problem as: 
 

( )Q α  
1

1
2

N
T

i i j i j i j
i

y y x xα α α
=

= −∑  (7) 

 
Equation (7) can be maximized with respect to α, subject to the following constraint:  
 

 
1

N

i i
i

yα
=
∑  0=  (8) 

Subject to: 0iα ≥  for all i = 1, …, n 
 
However, the solution of the dual problem iα should satisfy the following condition 

{ ( ) 1} 0T
i i iy w x bα − − = for i = 1, …, n. Therefore, the primal solution becomes: 

 

1

N

i i i
i

w y xα
=

= ∑  and 
1

N
T

j i i i j
i

b y y x xα
=

= −∑  for any 0iα >  (9) 

 
When considering the solution above, most iα values can be zero for data points that are not support 
vectors. Consequently, if each iα is non-zero, the equivalent ix should be a support vector. Finally, 
the classification function can be defined as equation (10). 
 

( )f x  
1

N
T

i i i
i

y x x bα
=

= +∑  (10) 

 
In general, the linear classification is based on an inner product between vectors ( , ) T

i j i jK x x x x= . 
If every data point is mapped into high- dimensional space using the following transformation, 

( ) ( )T
i jx x xφ φ→ , the inner product should be: 

 
( , )i jK x x  ( ) ( )T

i jx xφ φ=  (11) 
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Following the above equations, a function called the kernel function is applied as a 
parameter in SVM to determine the shape of the hyperplane and decision boundary. In general, the 
types of kernel functions are linear, polynomial, radial basis function (RBF) and sigmoid. This study 
compared two kernel functions, namely linear and RBF, because these were confirmed as suitable 
for text classification. We used a linear kernel because most text classification problems are linearly 
separable [27, 31], while RBF is the default kernel in the sklearn of the SVM classification 
algorithm. This is because it is a popular kernel function used in various learning algorithms due to 
its similarity to the Gaussian distribution [32]. Their formulas are shown as follows: 
 

Linear kernel ( , )i jK x x  T
i jx x=  (12) 

    
RBF kernel ( , )i jK x x  2 2exp( / 2 )i jx x σ= − −  (13) 

 
2) Classifier modeling by CNN 

 
This study applied CNN to compare the performance between the SVM-based and CNN-based 
classifier models.  The best model was selected for the proposed method of aspect-based sentiment 
analysis.  The CNN library in Keras was utilized as a deep learning framework in Python. To learn 
the sentiment classifier model, CNN does not require the processes of text representation and term 
weighting. 

CNN is a deep learning algorithm that has been proved useful for text classification [33, 
34].  The architecture of a CNN typically has four connected layers.  They are the word embedding 
layer, the convolutional layer, the max-pooling layer, and the softmax layer (Figure 3). An example 
of a CNN parameter setting [33, 34] can be seen in Figure 3. 

The first layer of a CNN is the word embedding, which converts the text into a meaningful 
numerical form based on vector representation. A word is transformed into a vector that depicts the 
features of that word.  The word embedding vector is learned for every word in all the documents 
included in the corpus.  

The next layer of the CNN is the convolutional layer.  In this layer, the most relevant 
features are detected using the convolution operation.  The output of the convolution operation is a 
matrix with all its entries filled, known as a feature map. This layer uses “convolution filters” as the 
main mechanism to generate feature vectors by analyzing the word embeddings for each text. After 
obtaining the feature map, it is passed to the pooling layer.  

The pooling layer performs operations over regions in the input feature map to extract 
representative values for each of the analyzed regions. These operations include max- and average-
pooling.  The max-pooling operation helps to select the maximum values in the input feature map 
region of each step, while the average-pooling operation helps to average the values in the region. 
Then, a single scalar with size reduction is obtained as the output in each step.  

The pooling process ensures that the network can detect features irrespective of their 
location, and also ensures that the size of the texts passed to the CNN is further reduced. 

Finally, the softmax layer converts fixed- length feature vectors into a fully- connected 
layer. The output of this fully-connected layer is the value of each class. The main operation of this 
layer is the softmax activation function.  It returns the CNN output as the predicted probabilities of 
each class. The softmax activation function is also used to select the class that achieves the highest 
prediction probability.  
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Figure 3.  CNN architecture for text classification 
 
2.3 Proposed method of aspect-based sentiment analysis for hotel reviews 
 
The proposed method of aspect- based sentiment analysis was utilized for our experiment.  The 
results were also evaluated by the domain experts in order to present an overview of customer feeling 
for each hotel aspect and the reasons.  The third dataset contained 200 customer reviews gathered 
from only one hotel.  The proposed method involved three processing steps that included pre-
processing customer reviews and customer reviews representation.  An overview of the method is 
presented in Figure 4. 
 
2.3.1 Pre-processing 
 
Firstly, each customer review was broken down into a set of sentences, and then these sentences 
were pre-processed following the same method used for modeling the sentiment classifiers. 
 

 

 

 

 

 

 

Figure 4.  Method of aspect-based sentiment analysis for hotel reviews 
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2.3.2 Assembling relevant sentences of each hotel aspect 
 
The pre-processed sentences from the previous stage were represented in VSM format as appropriate 
for the next processing stage.  The Best Match 25 (BM25) algorithm was applied to assemble the 
relevant sentences of each hotel aspect [35, 36]. This ranking algorithm was used to estimate the 
relevance of documents to a given query (Q). Queries of each hotel aspect in this study were assessed 
using the Keywords of Hotel Aspect (KoHA) Corpus described in Section 2.2.1. A document in this 
processing step was regarded as a sentence (s). The BM25 can be defined as follows: 
 

25( , )BM Q s  
| |

1

1
1

( , ) ( 1)
( )

| |( , ) (1 )

Q
i

i
i

i
avg

tf q s k
idf q

sf q s k b b
sl

=

 
 × + = ×
 + + − + × 
 

∑

 

(14) 

   
( )iidf q  ( ) 0.5

log
( ) 0.5

i

i

N df q
df q

 − +
=  +   

(15) 

   
where Q is a set of keywords relevant to each hotel aspect, and s is terms occurring in the considered 
sentence. tf(qi, s) is the term frequency used to define the frequency of  query terms q-th that occur 
in the set of obtained sentences, while |s| is the number of words in the obtained sentence s, and slavg 
defines the average length of the sentences in the corpus. The parameter b is used to normalize tf(qi, 
s). The standard value of b should be 0.5 < b < 0.8 [35, 36]. The free parameter k1 is applied to 
control the value given by (1-b+b×(|s|/slavg). If the value of k1 is 0, it only determines whether a term 
is present in a sentence, whereas greater values of k1 indicate that the weight of a terms increases 
with the number of times the term t appears in a sentence s. In this study, the common settings of b 
and k1 were 0.8 and 2.0, respectively [35, 36].  

For the idf(qi) component, N is the whole number of obtained sentences in the corpus and 
df(qi) is the number of obtained sentences containing the term q-th of Q. Then, Q is the set of 
keywords of each hotel aspect. For clarity, assembling sentences that are relevant to the ‘staff’ aspect 
only requires the set of keywords of the ‘staff’ aspect in the KoHA corpus as the given query Q. If a 
sentence contains ‘terms’ corresponding to multiple clusters, it can then be assembled into many 
clusters.  

 
2.3.3 Analyzing customer feeling for each hotel aspect using the text classifier model 
 
After assembling relevant sentences into particular clusters (hotel aspects) , sentiment classifiers 
were applied, as described in Section 2.2.2, to analyze and classify the sentences in each cluster into 
positive and negative classes. This was performed to recognize the actual customer feeling for each 
hotel aspect. If the customers present a positive feeling for a hotel, then what is the reason for this? 
If the customers present a negative feeling for a hotel, then why do they not like the hotel? 

To analyze pre-processed sentences by the SVM classifier, the texts are first represented 
in the VSM format, with each term weighted by the tf-igm scheme. However, when analyzing pre-
processed sentences by the CNN classifier, text representation and term weighting are not required. 

In order to summarize customer feelings, the numbers of likes and dislikes of each cluster 
were first counted and then summarized as an overview for each hotel aspect. 
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3. Results and Discussion 
 
3.1 Measurement metrics 
 
Recall, precision, F1, accuracy and AUC were applied to measure the performance of the sentiment 
classifier models, with the model that returned the best performance chosen for the proposed method 
of aspect- based sentiment analysis.  Next, recall, precision and F1 were applied to evaluate the 
method of assembling relevant sentences of each hotel aspect, including the method of aspect-based 
sentiment analysis.  

Recall presents a measure of how accurately the model can identify the relevant documents, 
while precision refers to how close a measured value is to a standard or actual value. F1 transforms 
precision and recall into a single measure by a harmonic mean that presents a model’ s accuracy on 
a dataset.  The area under the curve (AUC)  was applied to analyze the classification quality by 
measuring the two-dimensional area under the receiver operating characteristic (ROC) curve. 
 
3.2 Results of sentiment classifiers 
 
Three sentiment classifiers were evaluated.  Experimental results of these sentiment classifiers are 
presented in Table 4. 
 
Table 4. Results of sentiment classifiers 

Algorithms Recall Precision F1 Accuracy AUC 

SVM with linear kernel 0.86 0.85 0.85 0.86 0.85 
SVM with RBF kernel 0.84 0.82 0.83 0.84 0.83 
CNN 0.82 0.81 0.81 0.82 0.81 

 
The average recall, precision, F1, accuracy and AUC scores of the SVM classifier with a 

linear kernel slightly outperformed the other classifier models, returning with recall, precision, F1, 
accuracy and AUC scores at 0.86, 0.85, 0.85, 0.86 and 0.85, respectively. The recall, precision, F1, 
accuracy and AUC of the SVM classifier with a linear kernel showed better scores than the SVM 
classifier with an RBF kernel by 2.38%, 3.66%, 2.41%, 2.38% and 2.41%, respectively, while the 
SVM classifier with a linear kernel showed better scores than the CNN classifier model by 3.66%, 
4.94%, 4.94%, 4.88% and 4.94%, respectively.  

The SVM classifier with a linear kernel returned better results than the other models 
because most text classification problems were linearly separable.  As the vectors that represented 
documents were very sparse, linear separability was easily obtained in the feature space. As a result, 
the results of the SVM classifier with a linear kernel were the best ones obtained in our experiments. 
Therefore, a linear kernel is a good choice when applying SVM features for text classification. The 
decision boundary produced by the RBF kernel is virtually identical to the decision boundary 
produced by a linear kernel if the data is linearly separable.  As a result, mapping data to a higher 
dimensional space using an RBF kernel was not essential.  Therefore, a linear kernel was the most 
preferred for text classification problems.  The CNN classifier model showed lower performance 
than the SVM model because the training set was small, which led to overfitting and reduced 
accuracy of text classification. However, when the number of training data was increased, the CNN 
classifier performed better.  Finally, the SVM classifier model developed with a linear kernel was 
still chosen as the best model in this study domain.  
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3.3 Results of assembling relevant sentences of each hotel aspect 
 
Table 5 shows the satisfactory results obtained for assembling the relevant sentences of each hotel 
aspect, with average scores of recall, precision and F1 being 0.902, 0.890 and 0.895, respectively. 
Similarity scores calculated by BM25 were based on two main components: local weight ( tf)  and 
global weight ( idf) .  This algorithm also includes some heuristic techniques for document length 
normalization to satisfy the concavity constraint of the term frequency.  Based on these heuristic 
techniques, BM25 achieved high performance and efficiency when assembling relevant sentences 
of each hotel aspect in this study.  Furthermore, BM25 displayed the degree of importance and 
relative values of terms in sentences.  This enabled BM25 to determine the relevance of a sentence 
more precisely by extracting elaborate information of terms, sentences and sentence collection rather 
than relying solely on term appearance. 
 
Table 5. Results of assembling relevant sentences of each hotel aspect 

Aspects Recall Precision F1 
Staff Attentiveness 1.00 1.00 1.00 
Room Cleanliness 0.90 0.88 0.89 
Value for Money 0.85 0.83 0.84 
Convenience of Location 0.86 0.85 0.85 
Average Score 0.902 0.890 0.895 

 
However, sentences with unknown words (e. g. , ummmmm, hahahaha) , emoticons (e. g., 

😊😊, ☹), sarcastic sentences or figurative sentences impacted the efficiency of assembling relevant 
sentences for each hotel aspect into relevant clusters of hotel aspects.  These issues are difficult to 
analyze and may introduce ambiguity.  Sarcastic sentences refer to the use of words to convey 
contrary meaning, while figurative sentences refer to using words in a way that deviates from 
conventional meaning.  
 
3.4 Results of the method of aspect-based sentiment analysis 
 
The third dataset was used to evaluate the proposed method. The evaluation started with separating 
and pre-processing sentences from hotel customer reviews using tokenization and bigram 
generation, stop-word removal, lowercase converting and lemmatization.  The pre-processed 
sentences were then assembled by BM25 as relevant sentences of each hotel aspect.  Finally, 
sentences covering each hotel aspect were assigned into positive and negative classes by the SVM 
classifier model based on the linear kernel.  Our proposed method identified customer feelings and 
also recognized the reasons for both positive and negative feelings.  The results of the proposed 
method are presented in Table 6.  
 
Table 6. Results of the proposed method of aspect-based sentiment analysis 

Method Average Recall Average 
Precision 

Average  
F1 

BM25+SVM with linear kernel 0.84 0.82 0.830 
BM25+SVM with RBF kernel 0.82 0.80 0.810 
BM25+CNN 0.81 0.80 0.805 
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The results in Table 6 showed that our proposed method, based on the application of BM25 
with the SVM classifier and linear kernel, outperformed all the other methods for reasons given in 
previous sections (3.1.2 and 3.1.3). Therefore, our proposed method was selected as the best model 
of aspect-based sentiment analysis and compared to the state-of- the- art proposed by Janjua et al. 
[37]. 
 
3.5 Comparing our proposed method to the state-of-the-art 
 
The state-of-the-art was proposed by Janjua et al. [37] and called Multi-level Hybrid Aspect-Based 
Sentiment Classification ( MuLeHyABSC) .  We chose this study as our state-of- the- art for three 
reasons.  First, our research objectives are quite similar and the study of Janjua et al.  is quite new. 
That is, we performed a finer-grained sentiment analysis at the aspect level.  Second, our studies 
were driven by the use of “words” as “features.” However, our methods of acquiring “aspects” and 
“ words in a space of each aspect”  used as features were different.  Our aspects were provided 
manually by the domain experts and we utilized Word2Vec to associate relevant words in the space 
of each hotel aspect.  Meanwhile, the state-of- the- art detected features such as opinionated words 
and fined sentiment words by a rule-based method.  Their rules were generated using an approach 
that uses Association Rule Mining (ARM)  with the fusion of Part- of-Speech (POS)  patterns plus 
Stanford Dependency Tree (SDT).  Third, we used a classification algorithm for classifying the 
sentiments. The state-of-the-art method can be summarized as follows. 

This method consisted of many processing steps.  Association rule mining was applied to 
extract explicit multi- level ( single and multi-word)  aspects, with the Stanford Dependency Parser 
used to extract implicit aspects.  For the text classification stage, they used a rule-based method to 
find sentiment words and then applied Information Gain ( IG)  for the feature ranking process. 
Principal Component Analysis (PCA)  was then used for feature selection, followed by classifying 
the text using classification algorithms. They experimented with many supervised machine learning 
algorithms, eventually selecting multi- layer perceptron (MLP)  based on feed- forward Artificial 
Neural Networks (ANNs) because this algorithm gave the highest accuracy when tested. This was 
chosen as the state- of- the- art, with final results classifying the data into manifestly different 
domains, where each domain referred to each aspect.  Our proposed method grouped data that 
corresponded to each hotel aspect, and also classified the data to determine likes and dislikes, along 
with reasons for the likes and dislikes. 

In this stage, the third dataset was used to evaluate the proposed method and the state-of-
the-art method. The overview results are shown in Table 7. 

 
Table 7. Results of comparing the proposed method to state-of-the-art 

Method Average  
Recall 

Average 
Precision 

Average  
F1 

BM25+SVM with linear kernel 0.84 0.82 0.830 
The state-of-the-art 
(MuLeHyABSC+MLP) 

0.82 0.80 
0.815 

 
The results in Table 7 show that our proposed method outperformed the state-of- the- art, 

with improved average scores of recall, precision and F1 by 2.44%, 2.50% and 1.84%, respectively. 
Our proposed method assembled relevant sentences of each hotel aspect before classifying data into 
positive or negative classes.  High-dimensional data can reduce classification accuracy; therefore, 
assembling data into particular clusters before using the classifier model to classify data in each 
cluster improved classification accuracy.  As a result, our proposed method gave better results than 
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the state-of-the-art. Furthermore, when considering computational time, our proposed method was 
faster than the state-of-the-art because we did not include the feature selection process but provided 
hotel features of each hotel aspect stored as the KoHA corpus. This reduced computational time. 
 

 
4. Conclusions 
 
Evaluations concerning how people feel about goods and services as only rating scores are not 
sufficient to undertake product quality improvements or understand the reasons for customer likes 
or dislikes. Good and service owners require to know the reasons for particular customer feelings. 
This issue was addressed using feature/aspect-based sentiment analysis to assess the sentiment 
polarity of the customer reviews. Existing studies based on document-level and sentence-level 
analyses return only customer feelings (positive and negative) but ignore the reasons for these 
feelings. Therefore, here, we proposed a method of aspect-based sentiment analysis for hotel 
reviews that considered staff attentiveness, room cleanliness, value for money and convenience of 
location. Our customer reviews were first separated into sentences. The three main mechanisms of 
our proposed method involved learning a set of keywords for each hotel aspect using Word2Vec. 
This corpus was then used to assemble relevant sentences into relevant clusters for each hotel aspect 
using BM25, and then analyzing and classifying these clusters into positive and negative classes. 
Performing the clustering task before classification returned a satisfactory result. Text data is high-
dimensional. Therefore, data classification alone may not be sufficient to attain comprehensive data 
analysis. Assembling data into particular clusters of hotel aspects before classification improved 
algorithm accuracy. Experimental results confirmed our assumptions. Our proposed method 
outperformed the state-of-the-art with the third dataset, giving improved average scores of recall, 
precision and F1 by 2.44%, 2.50% and 1.84%, respectively. Our proposed method presented an 
overview of customer feelings based on scores, and also identified reasons why customers liked or 
disliked individual hotel aspects. 
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