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Abstract 
 

In recent years, heart disease has become a reason for high 
mortality rate, and data mining has also gained attention in the 
medical domain. Predicting this disease in its initial stage helps to 
save lives and reduce treatment costs. Various classification models 
were recently introduced with expected outcomes. However, they 
lacked prediction accuracy. Hence, the aim of this study was to 
employ data mining techniques for predicting heart disease, and 
focused on higher accuracy. This disease was predicted by 
considering the Cleveland heart disease dataset, employing deep 
CNN models for extracting relevant features, and performing 
feature level fusion related to its efficient and automatic learning. 
FGM-PCA (Fast Track Gram Matrix-Principal Component 
Analysis) was proposed for dimensionality reduction and fusion to 
solve overfitting issues, minimise time and space complexity, 
eliminate redundant data, and enhance classifier performance. 
Further, effective classification was achieved through the newly 
introduced IEB-RF (Informative Entropy Based-Random Forest) 
because it offers high accuracy and can also handle a large amount 
of data flexibly. The proposed system was evaluated in terms of 
accuracy, sensitivity, F1-score, AUC (Area under Curve) and 
precision. The results revealed the superior performance of the 
introduced system in comparison to traditional techniques.  
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1. Introduction 
 
According to the reports of WHO (World Health Organisation), heart disease is a major contributor 
to the high death rate worldwide. It is vital to predict this disease at its initial stage to afford suitable 
treatments in a timely manner and reduce the mortality rate [1, 2]. Recently, data mining methods 
were utilized to solve various issues in managing and analyzing particular data in healthcare centres 
[3]. Various researchers employed diverse data mining techniques to predict heart disease with 
better accuracy. Several ML (Machine Learning) algorithms were used including LR (Logistic 
Regression), SVM (Support Vector Machine), DT (Decision Tree), RF (Random Forest) and K-NN 
(K-Nearest Neighbour). In addition, DL (Deep Learning) was used to compare these methods, with 
the UCI-ML dataset that was comprised of 14 main features. The results showed the efficiency of 
DL with 94.2% accuracy rate [4]. Suitable feature selection has a significant role in improving 
classification accuracy. Dimensionality reduction also assists in enhancing the overall accuracy of 
prediction [5]. Employing classification methods on the disease datasets produces better outcomes 
as automated, intelligent and adaptive systems are used to diagnose chronic diseases like heart 
disease [6].  

Among the classifier systems, various traditional works were used to predict heart disease 
through SVM, ANNs (Artificial Neural Networks), DTs and NB (Naïve Bayes). Special focus was 
given to parallel and classification systems as they improved success and minimised the time for 
decision making. However, further work must be carried out to design hybrid classification 
techniques for enhancing the accuracy in classification, and to perform optimisation of 
computational efficacy. Correspondingly, a hybridisation method was suggested whereby ANN and 
DT classifiers were employed to predict heart disease in a better way through WEKA software. 
Analysis was undertaken in terms of sensitivity, specificity, and accuracy. Accuracy was found to 
be 78.14%. Yet, it still had to be further enhanced [7]. Accordingly, four datasets related to heart 
disease were assessed through PCA (Principal Component Analysis), ReliefF, symmetrical 
uncertainty and chi-squared testing for creating distinct feature sets. 

Subsequently, various classification methods were utilised for creating models which were 
later compared to find ideal feature combinations. The best model created used an integration of the 
chi-squared method with BayesNet. The accuracy rate was found to be 85% [8]. To accomplish a 
better prediction accuracy for heart disease, a floating window with adaptive size was used. 
Classification was performed through deep neural network and ANN. The results verified that the 
introduced models performed better than 18 other traditional methods that obtained accuracies 
within the range -50.00 to 91.83%. The ANN-based system showed 91.1% classification accuracy 
whereas the DNN based system showed 93.3% accuracy rate [9, 10]. In addition, NB+PSO (Particle 
Swarm Optimisation) was employed and compared with a traditional hybrid NB+GA (Genetic 
Algorithm). The suggested NB+PSO showed better accuracy at a rate of 87.91% whereas the 
NB+GA showed 86.29% [11]. 

Though previous researchers attempted to predict heart disease, their efforts were deficient 
in the selection of relevant features and dimensionality reduction, which ultimately affected the 
accuracy rate. Hence, an efficient method is needed to better predict heart disease through data 
mining techniques. In this study, we proposed the use of FTGM-PCA (Fast Track Gram Matrix-
Principal Component Analysis) for dimensionality reduction. FTGM can be used to calculate linear-
independence, and PCA can enhance ML model performance as it removes the correlated variables 
that do not support decision making. Furthermore, it also assists in resolving overfitting problems 
by minimising the features. This leads to high variance, and therefore enhanced visualisation. IEB-
RF (Informative Entropy Based-Random Forest) is proposed for classification purposes. IE is 
associated with data compression as well as transmission, which constructs upon probability and 
assists ML. Further, RF affords high accuracy by cross-validation, handles missing values, 
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maintains the rate of accuracy, and avoids overfitting issues. In this study, we propose hybrid IEB-
RF because of the above-mentioned advantages that make the prediction of heart disease more 
effective and verifiable. The major contributions of this study are listed below. 

• To extract features and carry out feature level fusion using the proposed deep CNN (deep 
Convolutional Neural Network) models for selecting only the relevant features. This 
process assisted in the attainment of minimized non-linearity and regularization operation. 

• To perform faster dimensionality reduction and fusion through the introduced FTGM-PCA 
(Fast Track Gram Matrix-Principal Component Analysis), thus improving the performance 
of classifiers. 

• To classify the normal and suspected patient data using the proposed IEB-RF (Informative 
Entropy Based-Random Forest) for accomplishing a better prediction rate.  

• To analyze the efficiency of the proposed system through a comparative analysis with 
respect to accuracy, sensitivity, precision, F1-score and AUC (Area under Curve). 
 
Various data mining techniques used by different conventional researchers to predict heart 

disease are presented and analysed. The significant and common problems identified during these 
analyses are also explored. 

For feature extraction and selection techniques to predict heart disease, selecting 
appropriate and relevant features were vital to enhance the performance of suggested prediction 
models. Little research focused on the significant features and used different methods for feature 
extraction and selection to predict heart disease. However, diverse features were developed along 
with classification methods such as DT, NB, SVM, Vote (LR+NB), NN (Neural Network) and K-
NN. Empirical outcomes revealed that "cp", "exang", "FBS", "sex", "old peak", "restecg", "thal", 
"ca" and "slope" were the important features for predicting heart disease. Vote was found to be an 
effective data mining method for predicting of heart disease with 87.4% accuracy rate [12]. 
Similarly, a system for diagnosing heart disease was recommended where the feature subsets had 
been extracted that encompass of high variance. PCA was used to select projection vectors by PA 
(Parallel Analysis) and SVM was used for classifying the suspected and normal data. Evaluation 
was undertaken via 3 performance metrics such as specificity, sensitivity, and accuracy, using 3 UCI 
datasets (Hungarian, Switzerland and Cleveland). The accuracy rate was found to be 85.82% for the 
Hungarian dataset, 82.18% for the Cleveland dataset and 91.30% for the Switzerland dataset [13, 
14]. Accuracy needed to be further improved.  

Feature selection has proved to be an efficient method to improve accuracy by removing 
noisy information and enabling clear understanding. Hence, heart disease features were weighted 
and then re-ordered in accordance with the weights and ranks assigned through the recommended 
ILFS (Infinite Latent Feature Selection) technique. Soft-margin linear SVM was employed for 
classifying the selected features into various heart disease classes. Experimentations were performed 
using a public heart disease dataset. The results revealed the efficacy of ILFS and soft-margin linear 
SVM with an accuracy rate of 90.65% for predicting the disease [15]. Likewise, CTDL (Cluster-
based DT Learning) was used for feature selection, and RF for classifying the  Cleveland dataset 
with an accuracy of 89.30% [16]. To further improve classification accuracy, heart disease was 
predicted based on ideal feature selection technique through Auto-Encoder (AE). Hybrid MLP 
(Multi-Layer Perceptron) and SVM were used and the accuracy rate was n found to be 91.97% [17, 
18]. In addition, hybrid PSO (Particle Swarm Optimisation) and SVM were suggested to select 
significant features. This method identified 6 features that were significant for heart disease 
classification: sex, maximum heartbeat rate, major vessel counts, blood-sugar level, resting electro-
cardio graphic outcomes. These features were fed into the SVM for classification and the accuracy 
was found to be 79.35% without feature selection. However, the classifier showed an accuracy rate 
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of 84.36% after feature selection. Thus the significance of feature selection as well as extraction in 
improving the performance of the trained model in predicting the disease was revealed [19, 20].  

For dimensionality reduction methods for predicting heart disease, clinical data can possess 
features that are hard to visualise and understand. Many features can also result in more memory 
and high computation time. Hence, using dimensionality reduction techniques are significant to 
develop a diagnosis system. Choosing the suitable approaches for reducing dimensionality can 
enhance the accuracy of a system [21]. An MLPSNM (Multi-Layer Pi-Sigma Neuron Model) was 
recommended to diagnose heart disease. LDA (Linear Discriminant Analysis) and PCA were 
utilised for dimensionality reduction. This model accomplished 94.53% as accuracy rate for 
classification [22]. Likewise, SOM (Self-Organising Map), Fuzzy SVM and PCA were used to 
impute the missing values. Fuzzy SVM and PCA were specifically utilised for incremental data 
learning to minimise the computation time in predicting the disease. Analysis was carried out on 
two real-world datasets such as Statlog and Cleveland. The outcomes showed that using fuzzy SVM 
could enhance classification accuracy with 0.96 for the Cleveland dataset and 0.97 for the Statlog 
dataset [23, 24]. Hence, dimensionality reduction helped to enhance accuracy rate. Correspondingly, 
dimensionality reduction was compared with respect to feature selection and extraction. LDA and 
PCA were used to perform feature extraction. On the other hand, DT and GA (Genetic Algorithm) 
were used for feature selection. GA was employed to perform two tasks encompassing attribute 
selector and rule selector. GA filtered efficient and relevant features, and was an attribute selector 
that assisted in classifying data with better accuracy. Outcomes showed the efficiency of GA with 
fuzzy in prediction of the disease. This algorithm was employed on three significant benchmark 
datasets obtained from the UCI repository, the Pima diabetes dataset, the Wisconsin (breast cancer 
dataset), and the heart disease dataset. Accuracy rate was found to be 88.93% for the Pima diabetes 
dataset, 99.5% for the Wisconsin dataset and 89.65% for the heart disease dataset [25]. Feature 
space, data size and class count had an impact on classifier performance. New Algorithms have to 
be implemented to enhance accuracy, reliability and efficiency of classifiers. DL-CNN (Deep 
Learning-based Convolutional Neural Network) was employed for visualising and classifying 
disease-oriented data. PSO and PCA techniques were used to analyse multivariate data for handling 
a lot of data. The efficiency of the recommended learning algorithm was explored using real-world 
datasets. Comparative analysis showed that DL (Deep Learning) performed better in comparison to 
other classifiers, with an accuracy rate of 0.9048% for the mifem dataset [26]. 

Classification was a powerful ML (Machine Learning) method that is generally utilised for 
prediction. Only a few classification algorithms perform prediction with better accuracy, and a few 
explore limited accuracy. ML methods employed included hybrid RF and LM (Linear Model) to 
determine the significant features for enhancing the accuracy rate in prediction [27]. The 
performance of such method was assessed and accuracy rate has been found to be 88.7% [28]. To 
enhance the accuracy, ensemble classification methods were applied by combining several 
classifiers. These algorithms include stacking, majority voting, boosting and bagging. The results of 
these methods were comparatively analysed, and showed that majority voting enhanced the accuracy 
rate by 7.26% [29]. In addition, a diagnosis system was presented that employed an optimised form 
of XGBoost (eXtreme Gradient Boosting) for predicting heart disease. Through this method, the 
accuracy rate was found to be 91.8% [30]. Furthermore, MLP and ANN model was compared on 
the heart disease dataset by considering other two researches utilising similar dataset. Accuracy of 
the MLP and ANN model was found to be 93.9%. However, the accuracy had to be further enhanced 
[31]. Additionally, an application system relying on optimal ANN was introduced to diagnose heart 
disease, which was taken as the deadliest disease worldwide. The performance of the introduced 
method was evaluated through the benchmark dataset taken from the UCI repository, and 95.41% 
was found as the accuracy rate [32]. Moreover, a comparative analysis was undertaken to find 
effective data mining tools and techniques for predicting heart disease. Weka, Knime, Scikit-Learn, 
Orange, Rapid Miner and Matlab were the utilised tools and SVM, LR, NB, RF, K-NN and ANN 
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(Artificial Neural Network) were the data mining techniques used. The analysis showed that 
Matlab's ANN model performed better with 85.86% accuracy [33]. Furthermore, classification with 
NN was suggested. Discretisation methods do not explore any enhancement in DT precision without 
or with voting. Analysis also revealed that Gini-index and NN performed better than other prediction 
models in the prediction of heart disease with an accuracy rate of 87.89% [34, 35]. However, this 
accuracy rate had to be further improved to correctly predict the occurrence of disease.  

Various problems identified from the analysis of previous research are listed below. 
• For selecting significant features and in order to increase the accuracy rate of heart disease 

prediction, various combinations of data mining techniques were chosen [12]. It was 
recommended to hybridise feature selection and extraction methods for improving the 
model performance in varied applications [28, 36].  

• A few studies considered dimensionality reduction, but accuracy still had to be further 
enhanced. Accordingly, LDA and PCA were used and exhibited an accuracy rate of 94.53% 
[22]. 

• Accuracy was the significant parameter in the medical domain. Various researchers 
attempted to increase accuracy rate through several data mining methods such as vote with 
87.4% accuracy [12], SVM showing 82.18% accuracy [13], soft-margin linear SVM and 
ILFS-90.65% accuracy rate [15], CDTL and RF exhibited 89.30% accuracy rate [16] and 
hybrid MLPSVM with 91.97% accuracy rate [17]. However, accuracy still had to be further 
improved to correctly predict the disease. 

 
 
2. Materials and Methods 
 
The research was mainly focused to predict heart disease as it was a major cause of death. Selection 
of relevant features, efficient and fast dimensionality reduction, and increased accuracy were the 
main issues identified in the existing work. This study intended to solve these issues based on data 
mining techniques comprised of DL algorithms for feature extraction and ML algorithms for 
classification. The overall flow of the proposed system is shown in Figure 1. Various processes were 
involved in predicting this disease. Initially, the heart disease Cleveland dataset was loaded and pre-
processing was carried out. In this step, data cleaning was used to eliminate unwanted data and 
permitted the user to possess a dataset of highly useful information. After this, feature extraction 
and fusion were performed through the proposed deep CNN models. This helped to determine 
informative and compact feature sets for improving the classifier efficiency and reliability.  

The present study uses one dimensional CNN (1D-CNN). Hence, before passing the 
features into CNN, the features are re-shaped and then passed into the model. Subsequently, CNN 
architecture is utilized where 16 hidden units exists, while it comprises 12 inputs ranging from 0-
12. Before passing into the CNN, 12 input are regarded.  Following this step, dimensionality 
reduction was performed by the proposed FTGM-PCA. This process assisted in minimising the 
space for data storage as the dimension counts were reduced, and this also minimised training or 
computation time and helped with data visualisation. This was then fed into 80% training and 20% 
testing. Then, classification was performed with the introduced IEB-RF classifier. This step helped 
in differentiating the normal and suspected patient data. Prediction was accomplished using the 
trained model and its efficiency was assessed by undertaking a performance analysis with the 
Cleveland dataset. 
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Figure 1. Overall view of the proposed system for predicting heart disease 
 
2.1 Dataset description  
 
The study considers Cleveland dataset for predicting the absence or presence of heart disease that 
consists of 14 features as described n in Table 1. This is a specific database exploited by various 
ML researchers until today. "Goal" field indicates that a particular patient is affected with heart 
disease, which is denoted by integer values like 1, 2, 3, 4 and 0, where 1, 2, 3, 4 shows the presence 
of disease, but 0 indicates the absence of the disease. This dataset can be accessed from UCI-ML 
repository that is available online. The dataset consists of 303 rows and 14 columns, and it can be 
accessed at https://archive.ics.uci.edu/ml/datasets/heart+disease.  

https://archive.ics.uci.edu/ml/datasets/heart+disease
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Table 1. Dataset features 

Features Description 

Age  Age (in years) 

sex Male is indicated as 1 

Female is indicated as 0 

restecg Results of resting electrocardiographs 

Normal: Value 0 

Having an ST-T wave abnormality (inverting T wave or elevating ST or 

depression rate >0.05mV): Value 1 

Discovering probable or definite LVH (Left Ventricular Hypertrophy) by estes’ 

criteria: Value 2 

trestbps RBP (Resting Blood Pressure) – mm Hg on hospital admittance 

condition No disease: 0 

Disease: 1 

thalach HRR (High Heart Rate) achieved 

thal Normal: 0 

Fixed defect: 1 

Reversible defect and label: 2 

cp Kind of chest pain 

Typical-angina: Value 0 

Atypical-angina: Value 1 

Non-angina pain: Value 2 

Asymptomatic: Value 3 

chol Serum cholesterol (mg/dl) 

exang Use prompted angina (no: 0, yes: 1) 

FBS Blood sugar >120mg/dl  

False: 0 

True: 1 

ca Number of major vessels (0-3) colored by fluoroscopy 

oldpeak ST depression instigated based on rest 

slope Peak slope applying ST segment 

Up-sloping: Value 0 

Flat: Value 1 

Down-sloping: Value 2 
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2.2 Feature extraction and fusion-deep convolutional neural network 
 
In recent years, DL has been confirmed to be a valuable tool in disease prediction as it has the ability 
to handle a huge amount of data. Hence, this study uses two deep CNN models for feature extraction, 
where the first model extracts 128 features and the second model extracts 256 features. In this case, 
the last dense layers of the two models extract 128 and 256 features. These models have the ability 
to automatically learn filters and subsequently integrate them in a hierarchical way to permit the 
latent concept description to recognise patterns. This model has various layers, and the filters get 
reduced in each of these layers, and only the relevant features get extracted with the initial layer 
possessing 5*5*1*64 filters that eventually gets reduced to 3*3*14*1 filters. Once the filters are 
applied to an input, the feature maps corresponding to CNN find the results. This means that at each 
of the layers, the feature map indicates the output for that particular layer. The main idea behind the 
visualisation of feature map for each input is to attain the detected features. CNN utilises learned 
filters for convoluting feature maps from preceding layers. Generally, filters are 2D weights that 
possess spatial association with one another. Moreover, stride indicates the number of steps moved 
in each convolutional stage. Its value is one by default. It can be found that output size is lower than 
input, as shown in Table 1. Padding is a method of adding zeroes for the input matrix in a 
symmetrical form and is used to maintain the output dimension as in the input. Finally, this model 
performs automatic detection of significant features with no human involvement. Followed this, 
feature level fusion is undertaken to assist in learning the overall features. Table 2 shows the five-
layered CNN architecture and Table 3 shows the six-layered CNN architecture. It is observed that 
the features extracted are more in output in both models. This is because all the relevant features are 
extracted. These are further reduced through dimensionality reduction to attain a compact indication 
of 50 features, thus leading to better performance and low computational complexity. 
 
Table 2. Five layered CNN architecture 

Layer Name Feature map Filter Stride Pad Output 

Convolution Layer 1 16 *16 * 1 5 * 5 * 1 * 64 1 1 * 1 12 * 12 * 64 

Activation function 12 * 12 *64 ReLU/P ReLU 1 0 12 * 12 * 64 

Convolution Layer 2 12 * 12 * 64 1 * 1 * 64 * 44 1 1 * 1 12 * 12 * 128 

Activation function 12 * 12 * 44 ReLU/P ReLU 1 0 12 *12 * 128 

Convolution Layer 3 12 *12 * 64 1 * 1 * 44 * 24 1 1 * 1 12 * 12 * 256 

Activation function 12 * 12 * 44 ReLU/P ReLU 1 0 12 * 12 * 256 

Convolution Layer 4 12* 12 *24 1 * 1 * 24 * 14 1 1 * 1 12 * 12 *256 

Activation function 12 * 12 * 24 ReLU/P ReLU 1 0 12 * 12 * 256 

Convolution Layer 5 12 * 12 * 14 3 * 3 * 14 * 1 1 1 * 1 10 *10 * 128 

Activation function 12 * 12 * 44 ReLU/P ReLU 1 0 12 * 12 * 128 
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Table 3. Six layered CNN architecture 

Layer Name Feature map Filter Stride Pad Output 

Convolution Layer 1 16 *16 * 1 5 * 5 * 1 * 64 1 1 * 1 12 * 12 * 64 

Activation function 12 * 12 *64 ReLU/P ReLU 1 0 12 * 12 * 64 

Convolution Layer 2 12 * 12 * 64 1 * 1 * 64 * 44 1 1 * 1 12 * 12 * 128 

Activation function 12 * 12 * 44 ReLU/P ReLU 1 0 12 *12 * 128 

Convolution Layer 3 12 *12 * 64 1 * 1 * 44 * 24 1 1 * 1 12 * 12 * 256 

Activation function 12 * 12 * 44 ReLU/P ReLU 1 0 12 * 12 * 256 

Convolution Layer 4 12* 12 *24 1 * 1 * 24 * 14 1 1 * 1 12 * 12 *256 

Activation function 12 * 12 * 24 ReLU/P ReLU 1 0 12 * 12 * 256 

Convolution Layer 5 12 * 12 * 14 3 * 3 * 14 * 1 1 1 * 1 10 *10 * 128 

Activation function 12 * 12 * 44 ReLU/P ReLU 1 0 12 * 12 * 128 

Convolution Layer 6 12 * 12 * 34 3 * 3 * 14 * 1 1 1 * 1 10 *10 * 256 

Activation function 12 * 12 * 14 ReLU/P ReLU 1 0 12 * 12 * 256 
Various features are extracted in each layer of Deep CNN, and the extracting features get increased, 
which shows that all the relevant features are entirely extracted and fused. This is then fed into the 
proposed FTGM-PCA for dimensionality reduction and fusion. 
 
2.3 Dimensionality reduction and Fusion-Fast Track Gram Matrix-Principal 
Component Analysis 
 
In ML, kernel functions indicate the gram matrices, and this study proposed an FTGM-PCA (Fast 
Track Gram Matrix-Principal Component Analysis) to reduce the dimensionality of features in a 
fast way. The main application of GM is to calculate the linear independence as this is a significant 
step to remove the redundant features. The FTGM algorithm is shown in algorithm I. It takes Gram 
Matrix (GM) of n × n  as input and returns GM~

k  = CHSWk +  CHST  as output, which is an 
approximate form decomposition. Through this algorithm, the gram matrix and correlation matrix 
are computed. 
 

Algorithm I: Fast Track Gram Matrix 

Input data: Gram Matrix (GM) of n × n, {pa}a=1n  such that ∑ pa = 1, kcn
a=1  and c ≤ n 

Output data: matrix GM~ of n × n 

Define (sma × smb) matrix S =  0sma×smb  

Define (smb × smb) matrix RS =  0smb×smb  

for t = 1, … . , smb do 

Pick  at ∈ [n] where Pr(at = a) = pa 

Rhett ∈ (smbpat)
1
2 

Satt = 1 
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end 

Let CHS = GSRS and W = RSSTGSD, where, G-gram matrix, S-sampling matrix and D-

diagonal matrix and RS=D 

Calculate Wk, best k-rank approximation to W 

Return GM~
k  = CHSWk + CHST 

∩ (CM) = min{|(smb + sma) − X|}: X is a Correlation Matrix 

 
Correlation matrices are usually dense matrices with more dimensions. Hence, an 

approximating correlation matrix with a low rank is essential to reduce the feature counts and is 
computed using and FTGM algorithm. After computing gram and correlation matrices, they are fed 
into a PCA, and our study uses PCA for dimensionality reduction. This is a technique to reduce 
dimensionality in which data of high dimension is converted into low dimension by enhancing the 
low dimension variance. Following this, the eigenvectors, its values and CEV (Cumulative 
Explained Variance) are computed. If CEV is greater than or meets the threshold value, then the 
projection matrix is computed. Input is converted by projection matrix to attain the reduced 
dimensions, the eigenvectors having high eigenvalues are subsidized to new features after the 
dimensionality reduction. Hence, the proposed FTGM-PCA is used to perform dimensionality 
reduction as per Algorithm II. 

 
Algorithm II: Fast Track Gram Matrix-Principal Component 

Analysis 

Def𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓: PCA 

Input: 

𝑋𝑋-Feature set with 𝑑𝑑 dimension 

Calculate gram and correlation matrix 

While (𝑎𝑎 ≤ 𝑑𝑑) 𝑑𝑑𝑑𝑑 // 𝑎𝑎-iteration 

While (𝑏𝑏 ≤ 𝑑𝑑) 𝑑𝑑𝑑𝑑// 𝑏𝑏-iteration 

𝑠𝑠𝑠𝑠𝑎𝑎 ← sample feature mean 𝑎𝑎 

𝑠𝑠𝑠𝑠𝑏𝑏 ← sample feature mean b 

𝜎𝜎𝑎𝑎𝑏𝑏 =  1
𝑓𝑓

 ∑ (𝑡𝑡𝑎𝑎𝑘𝑘 − 𝑠𝑠𝑠𝑠𝑎𝑎)�𝑡𝑡𝑏𝑏𝑘𝑘 − 𝑠𝑠𝑠𝑠𝑏𝑏�  ∗  𝐺𝐺𝐺𝐺~
𝑘𝑘    ∗ ∩ (𝐶𝐶𝐺𝐺)    𝑚𝑚

𝑘𝑘=1  // 

𝜎𝜎𝑎𝑎𝑏𝑏-full PCA decomposition 

𝑏𝑏 = 𝑏𝑏 + 1 

End while 

𝑎𝑎 = 𝑎𝑎 + 1 

End while 

decompose ∝  into eigenvectors and values  

// ∝-magnitude of Eigenvalues and vectors 

Compute CEV (Cumulative Explained Variance) 

𝑖𝑖𝑖𝑖 (𝐶𝐶𝐶𝐶𝐶𝐶 ≥ 𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑠𝑠ℎ𝑑𝑑𝑜𝑜𝑑𝑑) 
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Construct 𝑊𝑊     // 𝑊𝑊is the projection matrix 

End if 

Convert input 𝑇𝑇 through 𝑊𝑊 

Attain feature sub-space 𝑇𝑇~ of k-dimension  

Return 𝑇𝑇~ 

 
The process involved in dimensionality reduction through the proposed FTGM-PCA is 

shown in Figure 2. Initially, the original matrix data is taken as input and mean is determined. Then, 
normalisation is performed to eliminate or minimise the redundant data. After this, matrix 
computation is performed where the gram and correlation matrix are calculated. Following this, 
Eigenvector and values are calculated and the values are set in descending order to compute the 
score matrix. Based on this, only relevant and reduced features are attained which improve the 
classification performance. 

 

 
 

Figure 2. Overall process of dimensionality reduction by FTGM-PCA 
 
2.4 Classification-Informative Entropy Based-Random Forest 
 
In this study, IEB-RF (Informative Entropy-Based Random Forest) was proposed for classification, 
where information entropy was used to determine the average information amount transferred 
through an event by taking into account all the probable results. RF produces effective predictions 
and can also be easily understood. It has the capability to deal with huge datasets flexibly and offers 
a high accuracy level in predicting the results. Hence, this study proposed IEB-RF to classify the 
normal and affected patient data. The stepwise process for this classification is presented in Figure 
3. Initially, the tree nodes were created. Subsequently, a training data subset was chosen to build the 
next split. In this process, the variable subset was chosen. For each of the chosen variables, Gini 
index and info gain entropy were computed to return the best split, which was then fed to build the 
next split. After this, the prediction error was computed and the predicted value was returned. 
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Figure 3. Overall process involved in classification by Informative Entropy Based-Random Forest 
 

The overall process to classify the disease affected and normal patient data for heart disease 
prediction is shown in Figure.3. The stepwise process involved in classification is discussed below. 
A sample dataset 𝑆𝑆𝐷𝐷 in the feature space 𝑋𝑋 having 𝐺𝐺 dimension and count of good trees 𝐶𝐶 was 
chosen from RF. Uncorrelated good trees 𝑈𝑈𝐶𝐶𝑑𝑑𝑟𝑟𝑟𝑟 were chosen from 𝐶𝐶 tress. The technique used to 
construct an enhanced RF from 𝑋𝑋 along with 𝑈𝑈𝐶𝐶𝑑𝑑𝑟𝑟𝑟𝑟 followed the following six main steps.  
 
Step 1: Data sampling: utilise bagging technique to produce 𝐾𝐾  of subsets of bag data 
{𝐵𝐵𝑆𝑆𝐵𝐵1 ,𝐵𝐵𝑆𝑆𝐵𝐵2 , . . . ,𝐵𝐵𝑆𝑆𝐵𝐵𝑘𝑘} through SD with substitution.  
 
Step 2: Tree classifier construction: employ individual of data subsets of bag 𝐵𝐵𝑆𝑆𝐵𝐵𝑖𝑖  for 
constructing trees and subsequently afford assessment of tree value. Repeat this step till all the trees 
are processed and generated. 
 
Step 3:  Tree ordering: categorise all the 𝐾𝐾 trees in the descending order of AUC.  
 
Step 4: Calculate Gini index and information gain for subsets of variable. Sort information gain into 
a vector form to perform faster processing. Gini index is given by equation 1. 
 

                                           GI(K) =  1
2
− �1 −  ∑ pj (rf)2�     (1) 

 
Where p(rf) denotes the relative frequency for class rf at K node. In addition, the information gain 
is given by equation 2 and equation 3. 
 

                                          Gain(CLC) =  −∑ rI∈P (I)log2r(I)    (2) 
 
Where r(I) is the ratio of CLC pertaining to class I. 
 

                 Gain(CLC, A) =  −Entropy(CLC) − ∑ �|CLCv|
CLC

�v∈A . −Entropy(CLC)  (3) 
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Where 𝐶𝐶𝐶𝐶𝐶𝐶𝑣𝑣  indicates the subset corresponding to 𝐶𝐶𝐶𝐶𝐶𝐶  and feature 𝐴𝐴 possesses value 𝑣𝑣 , |𝐶𝐶𝐶𝐶𝐶𝐶𝑣𝑣| 
indicates the count of classified instances and |𝐶𝐶𝐶𝐶𝐶𝐶| represents the amount of classifier instances.  
 
Step 5: Choose effectively performing trees: Choose top trees E with high values of AUC. 
 
Step 6: Improved RF construction: Correlation amongst the predicted possibilities of E trees is 
perceived and is given by equation 4. 
 

                                    t =  �
1 t(1,2) t(1,3)
⋮ ⋮ ⋮

t(t, 1) t(t, 2) 1
� ∗ Gain(CLC, A)           (4) 

 
In equation 4, t(1,2), t (1, 3), t(t, 2) are utilized as inputs in variable matrix. Correlations 

amongst predicted probabilities of such trees (t ) are indicated in equation 4. The perceived t is 
utilised as an input in the variable clustering method to obtain the Uncorrelated tree clusters 𝐶𝐶𝑑𝑑𝑟𝑟𝑟𝑟. 
In each of the clusters, categorise trees in descending order of AUC are shown. Choosing a tree from 
individual clusters that have high values of AUC affords high performing uncorrelated trees 𝑈𝑈𝐶𝐶𝑑𝑑𝑟𝑟𝑟𝑟 
and ensemble the trees into an improved RF. Majority vote for the trees was used to make decisions 
for ensemble classification. Additionally, during the iterating matrix, last row and column are 
considered as an input in variable clustered features. Moreover, this t matrix imitates top working 
trees from uncorrelated high working trees and these are chosen for forming an improvised Random 
Forest. The improved RF technique possesses the count of high performing trees 𝐶𝐶 from which the 
high performing uncorrelated trees 𝑈𝑈𝐶𝐶𝑑𝑑𝑟𝑟𝑟𝑟 are chosen to get the improved RF. Finally, classification 
is performed to predict the disease accurately and is then verified.  
 
 
3. Results and Discussion 
 
3.1 Performance metrics 
 
The proposed system was assessed in terms of accuracy, AUC (Area under Curve), F1-score, 
precision, and sensitivity to find each value of these metrics. 
 

• Accuracy: This represents the correct classification achieved. This study considers this 
metric as it is important in the healthcare sector to find the effectiveness of the introduced 
system to predict heart disease and is given in equation 5. 
 

                Accuracy = True Positive+True Negative
True Positive+True Negative+False Positive+False Negative

                              (5) 
 

• AUC (Area under Curve): It is the correct integral curve that reveals the alterations in 
classification. In this study, AUC is taken into account to determine the degree to which 
alterations occur during the classification process and is given in equation 6. 
 

                   𝐴𝐴𝑈𝑈𝐶𝐶 = 1
2

(� True Positive
True Positive+False Negative

�+ � True Negative
True Negative+False Positive

�)           (6) 
 

• F1-score: It can also be termed as F-measure, which is the harmonic mean of recall and 
precision. It is utilised to determine the efficiency of measurement. This study utilises this 
metric for calculating the efficiency in disease classification and is denoted in equation 7. 
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                                                F1 − score = 2∗(Precision∗Recall)

Precision+Recall
            (7) 

 
• Precision: It is defined as the classification of correct classification count and is impacted 

through incorrect classification. This study considers precision for determining the count 
of accurate classification achieved, and is shown in equation 8. 
 

                                              Precision = True Positive
True Positive+False Positive

           (8) 
  

• Sensitivity: It denotes the overall positive segments that are correctly recognised. This 
study takes this metric to determine the count of correct prediction and is represented by 
equation 9. 

 
                                                      Sensitivity = True Positive

True Positive+False Negative
           (9) 

 
 
3.2 Experimental results 
 
The proposed system was experimentally implemented and the obtained outcomes are shown in 
Table 4 and Table 5. Table 4 depicts the initial feature extraction of 128 features using the first level 
deep CNN model and the next feature extraction of 256 features are extracted using the second level 
deep CNN model. These features are extracted based on their relevance. Dimensionality reduction 
was performed to filter the features further, and finally, 50 features were extracted. This process 
assisted in increasing the accuracy. That is, when feature extraction was performed by the proposed 
deep CNN models along with dimensionality reduction by FTGM-PCA, the classifier performance 
increased. Table 5 shows the accuracy of the system with and without feature extraction. Accuracy 
was found to be 93.65% without feature extraction whereas 97% accuracy was attained with feature 
extraction. 
 
Table 4. Features after dimensionality reduction 

Total Number of features Feature Extraction Dimensionality reduction 

13 128+256 50 

 
Table 5. Accuracy based on feature extraction 

With-Feature Extraction Without-Feature Extraction 

97 93.65 

 
Hence, it was found that dimensionality reduction with efficient feature extraction 

improved the classifier performance, and this improved the prediction rate. The results presented in 
Table 5 verify the significance of feature extraction in enhancing the accuracy rate for heart disease 
prediction. The effective learning of deep CNN models and removal of redundant features faster 
through FTGM-PCA with IEB-RF gave the proposed system a high accuracy rate, which was 97%.  
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3.3 Comparative analysis 
 
The performance of the proposed system was analysed through a comparative analysis where 
various existing systems were compared with this system. Accuracy was the significant metric, and 
hence it was considered at first for analysis. The obtained results are shown in Table 6. NB, SVM, 
J48, functional trees, bagging, K-NN, LR, ANN, DT, classification tree and RF were the traditional 
methods considered for analysis [37]. 
 
Table 6. Analysis of the proposed and traditional system with respect to accuracy 

Authors Technique Accuracy 

Room et al Naïve Bayes  84.50% 

  

  

SVM  84.50% 

Functional trees  84.50% 

Vembandasamy et al. Naïve Bayes  86.42% 

Chaurasia et al. J48  84.35% 

  

  

Bagging  85.03% 

SVM  94.60% 

Parthiban et al. Naïve Bayes 74% 

Seema et al. Naïve Bayes  95.56% 

Kumar Dwivedi Naïve Bayes  83% 

  

  

  

  

  

Classification tree  77% 

K-NN  80% 

Logistic regression  85% 

SVM  82% 

ANN  84% 

Existing Naïve Bayes  88.16% 

  

  

  

K-NN  90.79% 

Decision tree  80.26% 

Random forest  86.84% 

Proposed FGM-PCA and IEB-RF  97% 

 
From the obtained results in Table 6, it was found that existing systems afforded better 

results for RF showing 86.84%, and LR which was 85%. However, compared to the proposed 
system, the accuracy of other traditional systems was low. The accuracy of the introduced work was 
found to be 97% which was higher than other techniques. This superior performance of the proposed 
FTGM-PCA was due to its capability for minimizing the computational complexity as the features 
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were analyzed with efficient learning. This assisted in computing an easily interpretable low rank 
approximation for forming the gram-matrix. The significance of rows and columns of the matrix 
that were carefully selected with consistent probability distributions for attaining reliable error-
bounds for several typical matrix operations was apparent.  Through the use of such operations, data 
with reduced noise was attained by disregarding small variations in background automatically. Due 
to these operations and advantages, the proposed system showed better performance than 
conventional strategies. To further confirm the efficacy of the proposed system, it is also analysed 
in terms of various other metrics such as precision, sensitivity and F1-score. K-NN, LR, SVM, LDA, 
RF, GB (Gradient Boosting) and CART (Classification and Regression Tree) were the various 
conventional methods taken for analysis [38]. The results obtained are presented in Table 7. 
 

Table 7. Analysis of the existing and the proposed work with respect to various metrics 

Algorithm  Accuracy  

(%) 

Precision  

(%) 

Sensitivity  

(%) 

F1 Score  

(%) 

K-NN 60 61 59 58 

LR 78 79 78 78 

LDA 78 80 79 79 

SVM 79 80 79 79 

CART 68 69 68 68 

GB 81 79 84 81 

RF 83 81 87 84 

Existing method (ensemble approach) 93 96 91 93 

Proposed FTGM-PCA and IEB-RF 97 96 97 96 

 
 From Table 7, it is clear that the existing RF showed 83%, the existing ensemble approach 
revealed 93% accuracy. Various other methods showed different variations in accuracy: K-NN-
60%, LR and LDA-78%, SVM-79%, CART-68%, and GB-81%. Though better accuracy was 
attained by the existing ensemble method with 93%, it was lower than the proposed method that 
showed a high prediction rate of 97%. Similarly, precision, sensitivity and F1-score are also 
analysed, and the proposed method was found to have higher values in terms of all the considered 
metrics, with precision-96%, 97% sensitivity and 96% F1-score.  

In addition, the number of features extracted by the conventional and proposed system were 
assessed. Accuracy, AUC and F1-score were also used as performance metrics in this analysis and 
the obtained outcomes are shown in Table 8. Various traditional methods considered include 
Rotation forest-J48-CFS, SMO-expert based feature selection, LR-LASSO, NN, Two-tier ensemble 
PSO based feature selection, PSO fuzzy expert system, CFS-PSO-clustering-MLP, Boosted-C5.0 
and Voting-NBLR [39]. 

From Table 8, it was found that the number of features extracted by different methods 
varied according to their efficacy. Rotation forest-J48-CFS extracted 7 features and CFS-PSO-
clustering-MLP extracted 5 features. These were found to be minimum and accuracy rates were also 
lower for these algorithms at rates of 84.48% and 90.28%. Among all, the PSO fuzzy expert system 
extracted 76 features, which was more than other methods. However, the accuracy of this method  
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was 93.27%. Relevant features have to be selected without compromising prediction rate. In that  
sense, the proposed GTGM-PCA and IEB-RF showed better and relevant feature extraction with no 
compromise in the accuracy rate of 97%. In addition, AUC and F1-score are also considered for 
analysis. Most of the studies have not even considered these metrics for analysis but the proposed 
system considered it, and also performed well showing 96.24% as F1-score and 96.14% as AUC.  
This reveals the superior efficiency of the proposed system to the traditional methods. Hence, the   
analysis carried out using three conventional studies revealed that the proposed FTGM-PCA and 
IEB-RF showed better performance than other traditional works. Deep CNN models performed 
efficient learning. Particularly, Deep CNN was exploited for extracting features with minimized 
non-linearity and regularization operation. This results in optimal prediction that makes the results 
optimal. The main merit of using Deep CNN is for attaining robust and suitable features. When 
feature quality is minimum, this might result in minimum performance and generalization features, 
in spite of the possession of ideal classification strategies. Through the use of Deep CNN, feature 
extraction from raw input could work automatically. These features enhanced the performance of 
the proposed classifier and also reduced complexity.  
 For confusion matrix, the experiments were assessed and the confusion matrix corresponding 
to it is shown in Figure 4. From the outcomes, it is clear that 26 attacks were correctly classified, while 
there was one misinterpretation of attack as normal. On contrary, 1 normal was misinterpreted as 
attack, while 33 normal cases were correctly classified as normal. In this case, correct classifications 
were higher than misclassification, confirming the efficacy of the proposed work. 
 
Table 8. Analysis of the traditional and proposed system with respect to performance metrics 

Technique Number of 

features 

Accuracy 

(%) 

F1 

(%) 

AUC 

(%) 

Rotation forest-J48-CFS 7 84.48 NR 89.5 

PSO fuzzy expert systems 76 93.27 NR NR 

SMO-expert based feature selection 8 84.49 86.2 NR 

CFS-PSO-clustering-MLP 5 90.28 NR NR 

LR-LASSO 6 89 NR NR 

Boosted-C5.0 12 77.8 NR NR 

NN 12 81.9 NR NR 

Voting-NBLR 9 87.41 NR NR 

Two-tier ensemble PSO based feature 

selection 

7 85.71 86.49 85.86 

Proposed FTGM-PCA and IEB-RF  50 97 96.24 96.14 

*NR: Not Reported 
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4. Conclusions 
 
The main purpose of this study is to predict heart disease based on data mining methods. This study 
used the DL method for feature extraction and the ML method for classification purpose. The proposed 
deep CNN models performed relevant feature extraction and feature level fusion by removing 
redundant data through efficient learning, FTGM-PCA reduced dimensionality of features quickly and  
IEB-RF classified the normal and disease-affected patient data. The performance of this system was 
determined by comparing it with three conventional methods. Significant metrics were used. It was 
found that the IEB-RF model performed accurate classification in comparison to other existing 
methods, achieving a rate of 97% for Cleveland heart disease dataset. The high accuracy obtained with 
this system makes it highly suitable for diagnosing heart disease. In the future, the accuracy of heart 
disease prediction can be enhanced above 97% by using different data mining techniques. 
 

 
 

Figure 4. Confusion matrix 
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